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OVERVIEW

Intel's Optane series products, based on 3D XPoint technology, has been attracting attention since its
launch with its ultra-high performance, ultra-low latency and long life. So far the published products
include High-End P4800X series for data centers and the Optane Memory series for Desktop Cache
Acceleration, the SSD 900P Series and 800P Series for High-End Desktop, Workstation and Storage
Acceleration.

According to Intel's official specifications, the SSD 900P series comes in two form factors: a HHHL PCle
Add-In Card and a 2.5” U.2 drive, both with a PCle 3.0 x4 interface. Currently, it supports capacity of
280GB and 480GB, and will be followed later by higher-capacity models. It claims impressive
performance, up to 2,500MB/s and 2,000MB/s in sequential reads and writes, respectively, and up to
550,000 IOPS and 500,000 IOPS in 4KB random reads and writes, as well as low to 10us in access
latency. The endurance-per-GB is 18.69TBW, which comes out to be 10 complete drive writes per day
over the course of the 5-year warranty.

Although Intel launched the SSD 900P series is officially targeting the consumer market, the SSD 900P
performs exceptionally well in terms of read and write performance, latency, and 10 throughput,
making it suitable for a variety of workstations and small and medium-sized servers. Especially when
paired with PrimoCache software, the SSD 900P can serve as a fast cache for other slow hard drives,
greatly improving the read/write speed and 10 throughput of these hard drives, even closing to or
reaching the performance of the SSD 900P. PrimoCache + SSD 900P cache + large-capacity slow
HDD/SSD is a cost-effective solution for users who do not have enough budget to purchase expensive
large-capacity and high-performance SSD. On the other hand, this caching solution does not require any
changes to the existing hardware configuration and software environment of workstations or servers,
and does not require any data migration. It only requires the installation of SSD 900P and PrimoCache
software to bring about high performance improvement. It's quite simple and convenient, and it is ideal
for users who need to improve performance but not modify existing hardware or software.

This article will evaluate the original read and write performance of the SSD 900P and its performance
as the PrimoCache cache in detail. This article does not show you how to use the PrimoCache software
or how to configure the SSD 900P as a cache. For instructions on these, please read the PrimoCache help
documentation or Quick Start Guide. The PrimoCache software can be downloaded from the official
website.
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TEST SCHEME

The Optane product tested in this article is an Intel Optane SSD 900P add-in card. The test platform and
system software environment are shown in the following table.

Baseboard
CPU
RAM

Drives

0S
NVMe Driver
Test Tool

PrimoCache

Intel S2600CW

Intel Xeon CPU E5-2698 v3 @ 2.30GHz x1

Samsung 16GB DDR4-2133 RDIMM x4, total 64GB

Seagate Constellation ES ST1000NMO0011 1TB 3.5" Drive (7200RPM, SATA3, 64MB)
Intel Optane SSD 900P 280GB PCI-E HHHL

Windows Server 2012 Standard v6.2.9200

Intel NVMe Driver 3.2.0.1002

Microsoft Diskspd v2.0.17

Server Edition v3.0.2 Beta

The PrimoCache cache configuration used during the test is shown in the figure below. Only level-2
(SSD) caching is deployed, no level-1 (RAM) caching.
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The test items include sequential standard read/write, random standard read/write, sequential mixed

read-write, and random mixed read-write. The test data block size covers a full range of 4KB to 1MB.
The test load takes into account the low/middle/high demand situations, including single-threaded and
multi-threaded tests at different queue depth (QD), up to 32-thread and 64-QD. Test scenarios cover full
and empty drives, whole and partial storage space, as well as a write-life impact test. The overall test
scheme reflects the read/write speed and 10 performance of the test object in various possible
scenarios, as expected to be found in the practical application environment.
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TEST REPORT SPECIFICATION

All test results reported in this article show the measured results of each test in a chart. Each row in
each report contains four charts, showing the four measured values of a set of tests in turn: data
transfer rate (MB/s), IOPS, average latency (milliseconds) and average CPU utilization (%).

In the test reports of standard read/write tests and mixed read/write tests, each chart typically displays
three broken lines, labeled OptaneSSD 900P, ST1000NMO0011, and PrimoCache L2. OptaneSSD 900P
and ST1000NMOO11 refer to the results of the Intel Optane SSD 900P 280GB and the Seagate
ST1000NMO0O011 drive test without the installation of PrimoCache software. PrimoCache L2 is the result
of testing on the STI000NMO0O011 drive with the SSD 900P served as its cache.

The QxTy in test reports indicates that the test is operated at the same time by y threads while each
thread has a queue depth of x, which comes out to be x*y 10 operations executed simultaneously. For
example, Q1T1 indicates single thread single queue depth, i.e. single 10 operation, while Q64T32
indicates 32 threads 64 queue depth, i.e. 2048 10 operations at the same time.

Due to the large number of test results, only a small number of typical charts are cited in this article for
analysis. To see all the detailed data and charts, please download the attachment at the end of the
article.

STANDARD READ/WRITE TEST

The standard read/write test mainly tests the performance of sequential standard read, sequential
standard write, random standard read, and random standard write. The following charts show the
results of the complete-drive test. Complete- drive test refers to read/write tests on the whole space of
the entire storage device. Before the test starts, the whole drive has been filled by test data. Therefore,
the complete-drive test here is also a full-drive test.

SEQUENTIAL STANDARD READ

Sequential standard read usually focuses on the processing capability of 64KB to 1MB data blocks. As
can be seen from the chart below, the sequential read speed of SSD 900P in Q1T1 which is under
extremely low workload is about 1,700MB/s (64KB) to 2,300MB/s (1MB), while in multi-thread or
multi-QD the sequential read speed of 64KB to 1MB is basically stable at the Intel claimed rate of
2,500MB/s, even close to 2,600MB/s! In the practical application of server/workstation, most of the
storage devices are working in multi-threaded and multi-QD states, so the SSD 900P can take full
advantage of its maximum performance.

At the same time, it can be seen that after the SSD 900P is used as the cache for the STI000NM0011
drive, the sequential read speed of the ST1000NMO0011 approaches or reaches the SSD 900P's
performance. Under certain circumstances, PrimoCache can fully exert the SSD 900P performance,
making the performance of cached drive even beyond the SSD 900P itself.
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Data Rate (MB/s) --QiT1 Data Rate (MB/s) --Q4T1
2500.0 3000.0
2000.0 2500.0
2000.0
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1500.0
1000.0 / /
1000.0 v/
500.0 + 500.0
0.0 0.0
4K 8K 16K 32K 64K | 128K | 256K | 512K 1M 4K 8K 16K 32K 64K | 128K | 256K | 512K 1M
—&—OptaneSSD 900P | 332.3 | 599.7 | 885.3 |1277.5/1683.9/1844.3/2105.5|2302.4(2337.6 —&—0OptaneSSD 900P | 996.2 |1879.4/2574.2|2578.3/2589.4/2590.4/2590.0/2590.02590.6
—f@i—PrimoCache L2 314.6 | 539.2 | 867.6 |1199.2|1504.8(/1754.6|2032.7|2172.3|2214.8 —i—PrimoCache L2 656.0 11219.3/1985.1/2524.7|2585.4|2587.8|2588.1/2588.0 2588.6
ST1000NMOO011 | 77.2 | 121.2 | 120.3 | 120.6 | 120.7 | 121.0 | 120.5 | 120.4 | 1211 ST1000NMO0011 | 109.7 | 119.8 | 120.8 | 120.5 | 120.4 | 120.5 | 120.5 | 121.0 | 119.4
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—@—PrimoCache L2 |1182.02201.42523.5/2579.3/2589.0|2588.7|2588.7 2586.9 2589.4 —m—PrimoCache L2 |2274.2 2277.7/2325.12387.3(2418.6(2432.3 2435.1 2433.52432.1
ST1000NMO011 | 106.7 | 120.5 | 121.0 | 120.3 | 1203 [120.2 | 120.3 | 120.9 | 120.2 STI00ONMOO11 | 153 | 27.6 | 48.9 | 827 | 948 |105.5 1082 110.9 | 155.5

SEQUENTIAL STANDARD WRITE

Sequential standard write, similar to sequential standard read, also focuses on the processing capability
of 64KB to 1MB data blocks. From the chart, we can see that the sequential write speed of the SSD 900P
is about 1,400MB/s (64KB) to 1,900MB/s (1MB) in Q1T1, while in multi-QD or multi-thread (less than
32 threads) the sequential write speed of 64KB to 1MB is basically stable at the claimed rate of about
2,000MB/s, the highest even close to 2,200MB/s.

Similarly, the sequential write performance of the PrimoCache cache is also close to or reaches the
performance of the SSD 900P. In addition, the test results also show an interesting phenomenon. With
the increase of the number of simultaneous threads, the maximum sequential write speed of the SSD
900P is reduced from approximately 2,200MB/s (single thread) to approximately 1,800MB/s (32
threads), however, the PrimoCache cache can still be maintained at 2,000MB/s even under 32 threads,
with the maximum utilization of SSD 900P performance, making its performance surpass the SSD 900P.
One possible reason for this phenomenon is that the SSD 900P controller chip is limited by its own
hardware resources and cannot fully exploit the maximum performance of the storage medium,
whereas the PrimoCache cache can allocate the hardware resources of the entire computer system to
achieve maximum performance.
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For the random standard read, we generally focus on the performance of 4KB to 64KB data blocks. Here
we only focus on the IOPS of the 4KB block. From the chart, we can see that the IOPS value of 4KB
random read of the SSD 900P in Q1T1 is close to 90,000. With the increase of the number of threads or
queue depth, the IOPS value is also significantly increased. For e.g. in Q4T8, IOPS is already nearing
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580,000. The test results show that the highest IOPS value of 4KB random read is stable at nearly
590,000, which is even higher than the official rate of 550,000.

IOPS --Q1T1 I0PS --Q32T1
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The PrimoCache cache for the performance of the 4KB block will be weaker than the SSD 900P in most
cases. This is because when the cache handles /0 requests, it will take additional process time for
caching works besides delivering requests to the SSD 900P. Though this extra process time is very little,
it still forms a noticeable proportion of the total process time, as the SSD 900P also takes quite little
time to complete an I/0 request. The difference in processing time reflected in the IOPS is more obvious,
especially in the case of low thread count and low queue depth. However, in the case of low thread
count and high queue depth (such as Q32T1), due to the PrimoCache cache can fully utilize the
performance of the SSD 900P, the IOPS value of 4KB is higher than that of the SSD 900P.

From the latency measurement results in Q1T1, we can see that the minimum average latency of the
SSD 900P 4KB random read is 11ps, which is basically consistent with the Intel claimed 10us. The
corresponding latency of the PrimoCache cache is 13us, which is 2us more than the SSD 900P.

© Romex Software 2019 Page 7 of 16



Avg. Latency (ms) --Q1T1
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RANDOM STANDARD WRITE

The test results of the random standard write are similar to those of random read, the IOPS value of
4KB random write of SSD 900P in Q1T1 is close to 80,000. With the increase of the number of threads
or queue depth, the IOPS value increases significantly. The highest can reach more than 550,000,
higher than the official 500,000.
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From the latency measurement results in Q1T1, we can see that the minimum average latency of the SSD
900P 4KB random write is 12us, which is slightly higher than the official 10us. The corresponding latency of
the PrimoCache cache is 14us, which is also 2us more processing overhead than the SSD 900P, same as the
result of 4KB random read.
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MIXED READ-WRITE TEST

The mixed read-write test is mainly to test the performance when the storage device reads and writes
at the same time. In this article, we tested the performance of sequential and random mixed read-write
with different data block sizes under different thread counts and different queue depth. Typical test
result charts are selected here for illustration. The x-coordinate in the chart represents “% write”, that
is, the percentage of write 10s that accounts for the total number of 10s in the test. For example, “30%
write” means that test 10s are composed of 30% write 10s and 70% read 10s. “0% write” is complete
read (i.e., standard read) and “100% write” is complete write (i.e., standard write).

SEQUENTIAL MIXED READ-WRITE

The following chart shows the test results of sequential mixed read-write of the 128KB block in Q1T1,
Q32T1, Q1T16 and Q8T8. It can be seen that with the change of read/write ratio, SSD 900P presents a
corresponding nearly linear change of 128KB sequential mixed read-write performance in proportion
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to the full read/write performance. This is an amazing result, as many other SSDs or mechanical hard
drives have the phenomenon of high full read/write performance but a steep drop in mixed read-write
performance.

Similar to the standard read/write test results, the performance of the PrimoCache cache in sequential
mixed read-write is basically close to or up to the performance of the SSD 900P.
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=f—PrimoCache L2 1762.9723.21691.4.657.01629.4602.21575.0548.21527.31502.7.484.1 =fi—PrimoCache L2 2598.2517.(2445.2383.(2327.2279.4235.82199.2168.2143.2136.9
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Qirie Data Rate (MB/s) --SEQ 128K Qgts Data Rate (MB/s) --SEQ 128K
3000.0 3000.0
2500.0 - 2500.0 -
2000.0 2000.0
1500.0 1500.0
1000.0 1000.0
500.0 500.0
0.0 i 0.0 i
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—4—OptaneSSD 900P 2555.2461.8370.2288.(2214.152.2094.2043.21996.41954.8917. —#—OptaneSSD 900P 2563.2468.2396.2326.82263.2206.2155.2114.2072.72037.2019.3
=—f—PrimoCache L2 2442.9361.£291.9230.2181.82138.2100.£2068.2039.2016.2003. =—f—PrimoCache L2 2503.2413.€336.2264.2203.2147.2095.2050.2009.4975.1951.3
ST1000NMO0O011 (320.4| 74.8 | 75.0 | 76.3 | 69.1 | 66.6 | 59.6 | 56.9 | 52.2 [ 55.9 |112.1] ST1000NMO0011 (123.3/64.2 | 60.1 | 60.6 | 57.4 | 57.7 | 47.7 473 |42.1 | 48.7 |109.4

RANDOM MIXED READ-WRITE

The following charts show the test results for random mixed read-write of the 4KB block under Q1T1,
Q32T1, Q1T16, and Q8T8. It can be seen that as the read/write ratio changes, the SSD 900P basically
exhibits a linear change at low thread count, but exhibits a curve change at high thread count where the
mixed read-write IOPS value is lower than its corresponding linear value, but the deviation is not too
big.

The performance of the PrimoCache cache in 4KB random mixed read/write is similar to the test results
of the 4KB standard read/write, which is no longer repeated here.
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—m—PrimoCache L2 7688875546746647 207970708703357033570273691466711163960 —@—PrimoCache L2 2660326669272129794207315273852699616702865082629936144
ST1000NMO0011 | 108 | 108 | 108 | 112 | 113 | 118 | 131 | 148 | 165 | 187 | 213 ST1000NMO011 | 241 | 250 | 250 | 243 | 240 | 241 | 233 | 229 | 225 | 220 | 216
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%write O | 0 | 10| 20 | 30 40| 50 | 60 | 70 | 80 | 40 | 100 | %write | 0 | 10| 20| 30 40| %0 | 0 | 70 | 80 | 40 | 100
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STI000NMO011 | 213 | 212 | 222 | 230 | 229 | 226 | 228 | 231 | 224 | 219 | 218 STI000NMOO11 | 247 | 247 | 245 | 240 | 245 | 238 | 233 | 226 | 219 | 224 | 220

COMPLETE /PARTIAL SPACE TEST

In order to evaluate the performance difference of a storage device within different physical storage
spaces, standard read/write tests are performed and compared for the entire storage space and the
partial storage space of 10GB span in front and rear area of the Optane SSD 900P. All tests are
performed under the condition that the entire SSD is filled with test data. “Full Drive” in the contrast
charts of test results refers to the result of complete storage space, “Front 10G” refers to the 10GB space
span in the front area, where the actual test selects the physical address space of 13GB - 23GB, and
“Rear 10G” refers to the 10GB space in the rear area, where the actual test selects the physical address
space of 223GB - 233GB.

The test results of different thread and queue depth are similar, so only some typical charts are selected
here for analysis. From these charts, it can be seen that the performance of sequential read has very
good consistency across the whole storage space, and the performance of sequential write is slightly
different in different storage spaces. The 4KB random read/write IOPS also differ slightly with the
address space, but the random read/write performance of the 8KB block or other sizes is basically the
same. On the whole, the spatial consistency of the SSD 900P is quite good.
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WRITE-LIFE IMPACT TEST

Because SSDs are usually limited in number of write cycles, to test the performance changes after a
large number of writes, this article introduces the write-life impact test on the SSD 900P, evaluating the
impact of SSD write life on performance. Due to the test on the entire drive is very time consuming,
which requires more than 30 days to reach the claimed lifetime of the SSD 900P (280GB) even if the
drive is uninterrupted written at the maximum speed, only 10 GB of storage space is selected for the
actual test. The claimed endurance-per-GB of SSD 900P is 18.69TBW, so the endurance of 10GB is
186.9TBW. In this space, the standard performance test was performed after the uniform write of 0TB
(0% Worn), 90TB (50% Worn), 180TB (100% Worn) and 200TB (110% Worn).

From the test result comparison chart, it can be seen that the sequential read speed, taking Q32T1 as an
example, decreases from 2,600MB/s to 2,350MB/s after 50% worn, which only falls less than 10%. The
performance is finally stable at 2,270MB/s, only less than 13% down, when it reaches 100% of lifetime
or above. The 4KB random read IOPS performance, taking Q16T16 as an example, remains unchanged
even at 110% worn. This is a very surprising test result. The sequential write performance (Q32T1) and
the 4KB random write IOPS (Q16T16) have performance reductions of only about 10% and 13%
respectively after 50% worn. What's odd is the write performance at 100% worn or above is a little
better than that at 50% worn.
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After reaching 110% worn, we verified the accuracy of read/write data for this storage space. After
many tests, the data that was written and then power-off to read back was consistent with the source
data, and no errors occurred. According to the test results, it seems that the Intel claimed endurance
value of the SSD 900P is kind of conservative, and the actual life expectancy should exceed the
claimed value.
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——0%Worn | 936.1 |1782.4|2105.1|2097.3|2083.1|2053.2 | 2028.1|2014.1|1991.9 ——0%Worn |545116|273824|136370 67083 | 33031 | 16332 | 8097 | 3999 | 1969
—8—50% Worn | 904.5 | 1711.3/1904.5(1909.3/1925.7|1911.2| 1935.3 | 1950.7 | 1939.6 —B—50% Worn |471957|237717|118166 59616 | 30466 | 15365 | 7660 | 3821 | 1935
100% Worn | 934.7 |1744.3 1978.5|1995.9|1995.3| 2002.4| 2020.7| 2019.5| 2016.8 100% Worn |494128/250110/126542| 63668 | 31963 | 16096 | 8069 | 4027 | 2014
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CONCLUSIONS

Combined with the above test results, it can be seen that the measured results of various performance
items of the Optane SSD 900P can reach the official claimed value, and even most of the results exceed
the official value. Its performance on read/write speed, [0 throughput, and access latency is very strong,
far beyond the mainstream SSDs in current market. Especially under the medium/heavy workload, its
performance can be fully utilized.

The Optane SSD 900P maintains performance consistency across mixed read-write tests, different
physical storage space, and at different lifetime stages, without significant performance degradation.
The measured performance is only degraded about 10%, no more than 15%, after the official write
lifetime is reached.
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It can also be seen that when the SSD 900P is served with the PrimoCache software as a cache for other
drives, the performance of cached drives is generally close to or reach the performance of the SSD 900P.
In some cases, it even exceeds the performance of the SSD 900P.

Combining the excellent read/write performance and high stability of the SSD 900P and the cache
performance of the PrimoCache software, in addition to applications in the desktop consumer market,
the SSD 900P is also suitable as a cache for those large-capacity slow hard drives on a workstation or
server, which is easy and convenient to improve the read/write speed and 10 throughput of hard drives,
to make it close to or reach, even exceed the performance of the SSD 900P. It is ideal for users who have
budget restraints or do not want to modify the system configuration or to do the data migration.

Although this article does not test the practical performance improvement of specific applications of the
PrimoCache cache on the server, the test scheme here covers the various 10 processing scenarios that a
storage device may encounter in specific applications, and shows the benchmark performance of the
storage device. Taking SQL Server as an example, the following table which comes from Diskspd help
documentation lists all kinds of possible SQL Server operations. Therefore, to evaluate the drive 10
performance on a SQL Server system, a quantitative result can be obtained by simply measuring the
corresponding random or sequential access performance of related data block patterns.

File Type Operation READ pattern WRITE Threads used I/0 type
pattern

Data File Normal 8KB - 128KB 8KB - 128KB Based on MaxDOP Random
Activity
Checkpoint N/A 64KB - 128KB # of Sockets in Random
Computer
LazyWriter N/A 64KB - 128KB 1 per NUMA Node Random
Bulk Insert N/A 8KB - 128KB Based on MaxDOP = Sequential
Backup 1 MB 1 MB Based on MaxDOP = Sequential
Restore 64KB 64KB Based on MaxDOP = Sequential
DBCC Checkdb 8KB - 64KB N/A Based on MaxDOP = Sequential
w/ no repair
option
Rebuild Index Up to 512 KB 8KB - 128KB Based on MaxDOP | Sequential
ReadAhead Upto 512 KB N/A Based on MaxDOP = Sequential
LogFile = Normal 512B - 64KB 512B - 64KB one log writer Sequential
Activity thread per soft
NUMA node with a
cap of 4

It is worth mentioning that PrimoCache also supports RAM as a cache for hard drives at the same time.
In order to accurately reflect the performance of using the Optane SSD 900P as cache, this article tested
the PrimoCache cache performance without setting up RAM cache, but instead used the SSD 900P
purely. In practical applications, RAM can be used as a level-1 cache, in addition to the SSD 900P as a
level-2 cache, for better performance.
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Of course, in order to test the maximum performance of the PrimoCache cache, the tests in this article
were performed under the premise that the test files are completely cached to the SSD 900P. In
practical applications, because the cache space is usually limited, it is not guaranteed that all data or
files in cached drives will be cached. In addition, the cache configuration may vary according to actual
requirements. So it is possible that the performance in practical applications and test results will be
different from this article.

APPLICATION SCENARIOS

From the above test results and conclusions, by the solution of using PrimoCache software and Optane
SSD 900P as a high-speed and large-capacity cache for slow storage devices in the system, both the read
and the write performance of the system can be greatly improved. So it is not difficult to find that this
solution is able to be adopted in a very broad application scenarios and fields. It can easily solve the
problem of read/write performance bottlenecks in workstations, small and medium servers. If you
want to build a new system with high access performance and high storage capacity, then this solution
plus large-capacity slow drives offers a superior price-performance ratio compared to the solution that
directly uses large-capacity high-speed drives. The following is a simple list of working scenarios to
which this solution can be applied, but not limited to these scenarios.

e Workstations: For example, for a graphics workstation that is mainly used to render animations
from 3DMAX, MAYA, C4D and other 3D software, after applying the SSD 900P caching solution, the
/0 efficiency of the entire system can be greatly improved, thus the rendering time can also be
greatly reduced.

e Rendering Farms: During the rendering process, render nodes will generate a large number of near-
simultaneous I/0 requests to the server. The I/0 performance of the conventional storage system is
difficult to meet such demand, especially in the case of a large number of render nodes. However,
the SSD 900P cache solution will solve this problem very well.

e VDI Systems: When a large number of thin clients or diskless stations boot up at the same time, a
large number of read operations will be performed simultaneously on the server drives. With the
characteristics of high throughput, low latency and long service life of the SSD 900P, combined with
PrimoCache software, the caching solution can reduce the cost of the whole VDI system.

e Traditional NAS or Distributed Storage Solutions: The SSD 900P caching solution can be adopted to
accelerate storage performance and upgrade the system simply and safely.

e Diskless Internet Cafes: For example, the current popular game PlayerUnknown's Battlegrounds in
Internet cafes will generate a large amount of data to write back to the server. Traditional SSDs will
reach the limit of write cycles soon due to heavy write workload. The SSD 900P with the features of
ultra-high endurance and ultra-fast write, as a write-back drive cache for the diskless Internet cafe
servers, can effectively solve this problem!
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APPENDIX: TEST REPORTS

STANDARD READ /WRITE TEST REPORTS

Sequential Read

Sequential Write

Random Read

Random Write

MIXED READ-WRITE TEST REPORTS
QIT1

Q32T1
Q1T16
Q8T8

COMPLETE/PARTIAL SPACE TEST REPORTS

Sequential Read

Sequential Write

Random Read

Random Write

WRITE-LIFE IMPACT TEST REPORTS

Sequential Read

Sequential Write

Random Read

Random Write
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